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The National Telecommunications and Information Administration (NTIA) announced a request for comment regarding the

potential risks and benefits of dual-use foundation models with weights that are widely available. NTIA also asked for comment on

potential regulatory models that could promote the benefits of dual-use foundation models while mitigating any associated risks

from these models, or any others that fall outside the primary scope of the request for comment.

NTIA’s request was mandated by President Joe Biden’s October 30, 2023, executive order on “Safe, Secure, and Trustworthy

Development and Use of Artificial Intelligence” and regulatory approaches of those models. The executive order charges NTIA to

solicit comments “from the private sector, academia, civil society, and other stakeholders through a public consultation process on

the potential risks, benefits, other implications, and appropriate policy and regulatory approaches related to dual-use foundation

models for which the model weights are widely available.” NTIA will review comments received and then collaborate with the

secretaries of commerce and state to prepare a report to the president. That report likely will provide specific policy and regulatory

recommendations pertaining to dual-use foundation models.

In the request for comment, NTIA seeks public input on a number of questions regarding the issues impacting dual-use foundation

models, including the following:

How should NTIA define “open” or “widely available” when thinking about foundation models and model weights?

How do the risks associated with making model weights widely available compare to the risks associated with nonpublic model
weights?

What are the benefits of foundation models with model weights that are widely available as compared to fully closed models?

Are there other relevant components of open foundation models that – if simultaneously widely available – would change the
risks or benefits presented by widely available model weights? If so, please list them and explain their impact.

What are the safety-related or broader technical issues involved in managing the risks and amplifying the benefits of dual-use
foundation models with widely available model weights?

What are the legal or business issues or effects related to open foundation models?

What are current or potential voluntary, domestic regulatory, and international mechanisms to manage the risks and maximize
the benefits of foundation models with widely available weights? What kind of entities should take a leadership role and across
which features of governance?

In the face of continually changing technology, and given unforeseen risks and benefits, how can governments, companies and
individuals make decisions or plans today about open foundation models that will be useful in the future?

What other issues, topics or adjacent technological advancements should be considered when analyzing the risks and benefits
of dual-use foundation models with widely available model weights?

https://www.ntia.doc.gov/federal-register-notice/2024/dual-use-foundation-artificial-intelligence-models-widely-available
https://www.whitehouse.gov/briefing-room/presidential-actions/2023/10/30/executive-order-on-the-safe-secure-and-trustworthy-development-and-use-of-artificial-intelligence/


Comments are due on March 27, 2024. NTIA staff is interested in hearing from a wide range of stakeholders, as this is a key issue

for developing an AI regulatory framework. We encourage companies developing AI to contact one of the Cooley lawyers listed

below to determine how best to communicate their message to NTIA.

This content is provided for general informational purposes only, and your access or use of the content does not create an

attorney-client relationship between you or your organization and Cooley LLP, Cooley (UK) LLP, or any other affiliated practice or

entity (collectively referred to as “Cooley”). By accessing this content, you agree that the information provided does not constitute

legal or other professional advice. This content is not a substitute for obtaining legal advice from a qualified attorney licensed in

your jurisdiction, and you should not act or refrain from acting based on this content. This content may be changed without notice. It

is not guaranteed to be complete, correct or up to date, and it may not reflect the most current legal developments. Prior results do

not guarantee a similar outcome. Do not send any confidential information to Cooley, as we do not have any duty to keep any

information you provide to us confidential. This content may have been generated with the assistance of artificial intelligence (AI) in

accordance with our AI Principles, may be considered Attorney Advertising and is subject to our legal notices.
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