
Will AI Be Your New Doctor? Probably Not, Thanks
to Recent Trends in State Regulation

August 7, 2025

As the use of artificial intelligence (AI) becomes increasingly commonplace, some have raised concerns about its use in medicine,

particularly when AI assumes a role that is traditionally held by a physician or other licensed healthcare professional (HCP).

Recently, states have begun to regulate AI in medicine, attempting to limit what they view as the software’s practice of medicine

and improve transparency in health-related communications.

Trend watch: States regulate AI’s role in the practice of medicine

AI prior authorization denials

In June 2025, Nebraska became the latest state to pass legislation requiring a physician or other qualified HCP to provide final

review of any health insurance claim before it can be rejected.1 Six states – Arizona, California, Indiana, Maryland, Nebraska and

North Dakota – now have such laws, with nearly two dozen more states introducing similar bills this year.

These laws generally have two components. First, they expressly prohibit AI (and other similar software tools) from denying,

delaying or modifying healthcare services without the review and approval of an HCP who specializes in the relevant type of

medicine. Second, if an HCP still wishes to use AI to assist in their review, these laws then dictate numerous criteria the AI must

meet, including a guarantee that the AI will base its decisions on individual (rather than group) data and will not discriminate against

particular groups of patients.

Increased regulation of prior authorization comes as a response to intense public scrutiny of the practice, with multiple veins of

criticism. Roughly a quarter of prior authorization requests are denied,2 a number some argue is higher than it should be because

decisions are being based not on medical necessity but on the generation of profits for insurance companies. Courts have

recognized that prior authorization based on medical necessity is a “medical decision,”3 so there is also concern that, by vesting

prior authorization decision-making authority in someone other than a licensed HCP, insurance companies are practicing medicine

without a license.4 Lastly, although 80% of prior authorization denials are eventually overturned, appealing denials delays treatment,

wastes physicians’ time and can cause harm to patients.5

The proliferation of AI has caused some to raise concerns that insurers are using the software to keep prior authorization denials

high, irrespective of medical necessity. Because AI software is not an HCP, some regulators believe that its determinations on

medical necessity could be viewed as practicing medicine without a license.

AI chatbots

A few states have passed laws requiring all AI chatbots in the healthcare context to provide an upfront disclosure that the chatbot is

AI rather than a real person. Although these laws have so far proven to be less popular than the laws related to AI in prior



authorization, the chatbot disclosure laws that have been passed are quite comprehensive. California’s AI chatbot law, for example,

requires healthcare entities to disclose the use of AI in any type of communication with patients, not just when those

communications are related to medical advice.6 Colorado’s AI chatbot law goes even further, requiring disclosure of a business’s

use of AI chatbots for all communications (not just healthcare communications) with Colorado residents, unless it would be

“obvious” that the chatbot is AI. 

Other AI chatbot disclosure laws are aimed specifically at misrepresentation in the context of mental health or prohibit certain uses

of data obtained by suppliers of mental health chatbots. Utah law now requires mental health AI chatbots to immediately disclose to

users that the chatbot is AI technology, not a licensed mental health care provider, and prohibits selling or sharing individually

identifiable health information in some circumstances.7 New Jersey, meanwhile, is currently considering a bill that would stop

chatbot developers from marketing or otherwise presenting chatbots as licensed to provide mental health services.8 Additionally,

Oregon – so far the only state to adopt such an approach – now has a law prohibiting chatbots from bearing the title “nurse” or any

other similar title to ensure that AI chatbots do not present themselves to patients as HCPs. 

Note that these state laws do not contemplate other regulatory regimes that could govern the software, namely the federal Food,

Drug, and Cosmetic Act, if the intended uses of the software render it a medical device.

Implications for clients

While AI interventions have many beneficial uses in the medical context, 2025 has brought a rise in state laws that challenge or limit

the use of AI products in this way. These state laws require additional regulatory considerations, in addition to the regulation of

software as a medical device by the US Food and Drug Administration at the federal level. Legislative trends suggest that the wave

of state regulation is just the beginning. Almost all the new state laws discussed above were introduced for the first time within the

past year, and passage of any of the dozens of proposed laws in the coming years could mark a paradigm shift in the use of AI in

medicine. This is especially true if, like the bills introduced in Minnesota and Connecticut, any of these new laws fully prohibit the

use of AI in the prior authorization process. 

Nevertheless, these new laws do not represent state regulators’ rejection of a role for AI in medicine. The vast majority of the prior

authorization laws still allow HCPs to use AI in the prior authorization process as an assistive tool or a means of more quickly

approving such claims.

AI chatbots are also still permitted, provided that the company deploying them provides the requisite reports and notifications. 

It is possible that federal legislation could nullify state law restrictions on AI in medicine. The “One Big Beautiful Bill Act,” recently

signed into law, initially included a provision that would have instituted a 10-year ban on state-level regulation or limitation of AI

technologies.9 Although this language ultimately did not make it into the final version of the law, the door remains open for the US

Congress to determine whether new federal regulation of AI would be more appropriate than a patchwork of state laws.

For more insights into how AI in medicine regulations may impact your business, or for help tracking the legislative landscape,

please contact any of the lawyers listed below.
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